Complete the sequence: what comes next?

=] froar] [£te] [coza] [mazs] 1] (] [ [ene] [zl



Complete the sequence: what comes next?

Probably “inals”, right?

=] froar] [£te] [coza] [mazs] 1] (] [ [ene] [zl



LLMs are really good at completing these seguences.

inals

] froar] ][] [rmets] (] (2] o] o] s



They can use induction heads at every token
position to copy the whole sequence.

hear

Induction heads

] [cara] [emas] [1] [



They can use induction heads at every token
position to copy the whole sequence.

the

Induction heads

era] [imazs] [ (1] ez



They can use induction heads at every token
position to copy the whole sequence.

card

Induction heads

(2] froar] e] ] [rmane] (1] (2] ] e



How do we find attention heads that copy?

card

Which heads are actually S
copying “card”? —_—
All attention heads

(] froar] [£te] [z [omats] [1] (] [ [ene



How do we find attention heads that copy?

First, let’s set up another prompt

without “cardinals” anywhere in it. I



How do we find attention heads that copy?

What happens when we a single
attention head from the copying setting
into this prompt? —



How do we find attention heads that copy??

- 1 6%
If it’s a head that is copying “card”,
it should increase P(card). -



How do we find attention heads that copy??

We can search over all attention heads X T 0%
to find the ones that increase P(card).
These are our token copying heads. —



How do we find attention heads that copy??

We can search over all attention heads T 6%
to find the ones that increase P(card).

These are our token copying heads. —




How do we find attention heads that copy??

X
—_—
We can search over all attention heads X 1 0.7%
to find the ones that increase P(card).
These are our token copying heads. —



How do we find attention heads that copy??

X
X
We can search over all attention heads X 10.1%
to find the ones that increase P(card).
These are our token copying heads. —



How do we find attention heads that copy??

X —m—m—

X Token copying head @ ——

X —m——
X —m—

We can search over all attention heads card

to find the ones that increase P(card).
These are our token copying heads.



But what if, instead of copying one token at a
time, the LLM copies entire words at a time”?

card||inals

Concept induction heads?

o

[ froar] o] 2200 (58] 1] (2] ] [ee



Using patching, how could we find
heads that copy whole words”?

card

m



Using patching, how could we find
heads that copy whole words”?

|dea: patch at the same place, but
look one token position ahead.

—



Using patching, how could we find
heads that copy whole words?
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—



Using patching, how could we find
heads that copy whole words?

X
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|dea: patch at the same place, but
look one token position ahead.

—



Using patching, how could we find
heads that copy whole words?

X
X
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|dea: patch at the same place, but
look one token position ahead.

—



Using patching, how could we find
heads that copy whole words?

X X

|dea: patch at the same place, but
look one token position ahead.

—



Using patching, how could we find
heads that copy whole words?

card

If this head increased P(inals) maybe it X ———>

3 X—
was copying the entire word “cardinal. %

) ) ) ] [ () ] e



So now we have one set of heads that
iIncreases P(card) at the next token...

card

Token induction heads

[ froar] [e] B [omats] 1] (] [ [



And another, separate set of heads that
increases P(inals) at the next-next token.

cardl|linals

Concept induction heads

.

[ froar] o] 220 [E0E8] 1] (2] ] [ee



And another, separate set of heads that
increases P(inals) at the next-next token.

cardl|linals

We hypothesize that these heads are
copying the meaningful word “cardinals”.

-

1] (2] o] e




If concept induction heads copy word meanings, they should
function the same regardless of how a word is written.

card]| |inals

--d

o] (1] =] (] R EREER] ][] [ [

German English




If concept induction heads copy word meanings, they should
function the same regardless of how a word is written.

card]| |inals

--d

[ A | Lc | [ne] [wy | [kapf anra fjncs] |:] [1 | [near|[ene]

Russian English




We find this is true! They are used to translate words.

F]’L boat

MBE | x| é

Japanese boat Chinese

Setup from Clément Dumas et al. (2024) - ICML 2024 Workshop on Mechanistic Interpretability



http://C%20Dumas,%20V%20Veselovsky,%20G%20Monea,%20R%20West,%20C%20Wendler%20-%20ICML%202024%20Workshop%20on%20Mechanistic%20Interpretability,%202024

We find this Is true! They are used to translate words.

cloud

spanot] -] [ruve] [ [Featian]

Spanish cloud [talian

Setup from Clément Dumas et al. (2024) - ICML 2024 Workshop on Mechanistic Interpretability



http://C%20Dumas,%20V%20Veselovsky,%20G%20Monea,%20R%20West,%20C%20Wendler%20-%20ICML%202024%20Workshop%20on%20Mechanistic%20Interpretability,%202024

What happens if we patch these heads into a new context?

spanot] -] [ruve] [ [Featian]

Spanish cloud [talian

Setup from Clément Dumas et al. (2024) - ICML 2024 Workshop on Mechanistic Interpretability



http://C%20Dumas,%20V%20Veselovsky,%20G%20Monea,%20R%20West,%20C%20Wendler%20-%20ICML%202024%20Workshop%20on%20Mechanistic%20Interpretability,%202024

It causes the model to output “boat” In ltalian!

boat

Chinese

boat

A

spanot] -] [ruve] [ [Featian]

Spanish cloud [talian

Setup from Clément Dumas et al. (2024) - ICML 2024 Workshop on Mechanistic Interpretability



http://C%20Dumas,%20V%20Veselovsky,%20G%20Monea,%20R%20West,%20C%20Wendler%20-%20ICML%202024%20Workshop%20on%20Mechanistic%20Interpretability,%202024

