
inalsI hear the card ____

Complete the sequence: what comes next?

! I hear the card



inalsI hear the card ____

Complete the sequence: what comes next?

! I hear the card

Probably “inals”, right?



inalsI hear the card ____! I hear the card

inals

LLMs are really good at completing these sequences.



Induction heads
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They can use induction heads at every token 
position to copy the whole sequence.
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Induction heads

inalsI hear the card ____! I hear the card

They can use induction heads at every token 
position to copy the whole sequence.

card



How do we find attention heads that copy?

…All attention heads

card
Which heads are actually 

copying “card”?

inalsI hear the card ! I hear the



How do we find attention heads that copy?

First, let’s set up another prompt 
without “cardinals” anywhere in it.

forfoo bar an righ hear thet

?

…All attention heads

card

inalsI hear the card ! I hear the

I



How do we find attention heads that copy?

forfoo bar an righ hear thet

…All attention heads

card

inalsI hear the card ! I hear the

I

What happens when we patch a single 
attention head from the copying setting 

into this prompt?

?



forfoo bar an righ hear thet

…All attention heads

card

inalsI hear the card ! I hear the

I

If it’s a head that is copying “card”, 
it should increase P(card).

card  6%↑

How do we find attention heads that copy?



forfoo bar an righ hear thet

…All attention heads

card

inalsI hear the card ! I hear the

I

card

How do we find attention heads that copy?

We can search over all attention heads 
to find the ones that increase P(card). 
These are our token copying heads.

 0%↑❌



forfoo bar an righ hear thet

…All attention heads

card

inalsI hear the card ! I hear the

I

card

How do we find attention heads that copy?

We can search over all attention heads 
to find the ones that increase P(card). 
These are our token copying heads.

 6%↑✅

❌



forfoo bar an righ hear thet

…All attention heads

card

inalsI hear the card ! I hear the

I

card

How do we find attention heads that copy?

We can search over all attention heads 
to find the ones that increase P(card). 
These are our token copying heads.

 0.7%↑

✅
❌

❌



forfoo bar an righ hear thet

…All attention heads

card

inalsI hear the card ! I hear the

I

card

How do we find attention heads that copy?

We can search over all attention heads 
to find the ones that increase P(card). 
These are our token copying heads.

✅
❌

 0.1%↓❌

❌



forfoo bar an righ hear thet

card

inalsI hear the card ! I hear the

I

card

How do we find attention heads that copy?

✅
❌

❌

We can search over all attention heads 
to find the ones that increase P(card). 
These are our token copying heads.

🏆 Token copying head …
❌



But what if, instead of copying one token at a 
time, the LLM copies entire words at a time?

inalsI hear the card ! I hear the

inalscard

____

Concept induction heads?



…

card

forfoo bar an righ t

Using patching, how could we find 
heads that copy whole words?

?

inalsI hear the card ! I hear the

I hear the



…

card

forfoo bar an righ t

?

inalsI hear the card ! I hear the

I hear the

Idea: patch at the same place, but 
look one token position ahead. 

card

?

Using patching, how could we find 
heads that copy whole words?



…

card

forfoo bar an righ t

?

inalsI hear the card ! I hear the

I hear the

Idea: patch at the same place, but 
look one token position ahead. 

card

inals

Using patching, how could we find 
heads that copy whole words?

 0.0%↑
❌



…

card

forfoo bar an righ t

?

inalsI hear the card ! I hear the

I hear the

Idea: patch at the same place, but 
look one token position ahead. 

card

inals

 0.01%↓
❌

Using patching, how could we find 
heads that copy whole words?

❌



…

card

forfoo bar an righ t

?

inalsI hear the card ! I hear the

I hear the

Idea: patch at the same place, but 
look one token position ahead. 

card

inals

 1.2%↑
✅

❌
❌

Using patching, how could we find 
heads that copy whole words?



…

card

forfoo bar an righ t

?

inalsI hear the card ! I hear the

I hear the

Idea: patch at the same place, but 
look one token position ahead. 

card

inals

 0.0%↑
❌

❌
❌

✅

Using patching, how could we find 
heads that copy whole words?



…

card

forfoo bar an righ t

Using patching, how could we find 
heads that copy whole words?

?

inalsI hear the card ! I hear the

I hear the card

inals

❌
❌

✅

If this head increased P(inals), maybe it 
was copying the entire word “cardinal.”

❌

🏆



So now we have one set of heads that 
increases P(card) at the next token…

inalsI hear the card ! I hear the

card

____

Token induction heads



inalsI hear the card ! I hear the

card

____

And another, separate set of heads that 
increases P(inals) at the next-next token.

inals

Concept induction heads



inalsI hear the card ! I hear the

card

____

And another, separate set of heads that 
increases P(inals) at the next-next token.

inals
We hypothesize that these heads are 

copying the meaningful word “cardinals”.



inals

I hear the

card

!Ich hö re K ____ardin

If concept induction heads copy word meanings, they should 
function the same regardless of how a word is written.

die

English

ä le

German



inals

I hear the

card

!Я с лы кар ____дина

If concept induction heads copy word meanings, they should 
function the same regardless of how a word is written.

шу

EnglishRussian

лов



We find this is true! They are used to translate words.

⽇本語 ⾈: - 中⽂ :
Japanese boat Chinese

船

Setup from Clément Dumas et al. (2024) - ICML 2024 Workshop on Mechanistic Interpretability

Español nube: - Italiano :

Spanish cloud Italian

nuvola cloud

boat

http://C%20Dumas,%20V%20Veselovsky,%20G%20Monea,%20R%20West,%20C%20Wendler%20-%20ICML%202024%20Workshop%20on%20Mechanistic%20Interpretability,%202024
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⽇本語 ⾈: - 中⽂ :
Japanese boat Chinese

船

Setup from Clément Dumas et al. (2024) - ICML 2024 Workshop on Mechanistic Interpretability

Español nube: - Italiano :

Spanish cloud Italian

???

What happens if we patch these heads into a new context?

?

http://C%20Dumas,%20V%20Veselovsky,%20G%20Monea,%20R%20West,%20C%20Wendler%20-%20ICML%202024%20Workshop%20on%20Mechanistic%20Interpretability,%202024


boat

⽇本語 ⾈: - 中⽂ :
Japanese boat Chinese

船

Setup from Clément Dumas et al. (2024) - ICML 2024 Workshop on Mechanistic Interpretability

Español nube: - Italiano :

Spanish cloud Italian

boat

It causes the model to output “boat” in Italian!

barca

http://C%20Dumas,%20V%20Veselovsky,%20G%20Monea,%20R%20West,%20C%20Wendler%20-%20ICML%202024%20Workshop%20on%20Mechanistic%20Interpretability,%202024

